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plex machine learning spectroscopic models. The method relies on Shapley
values, a statistical approach originally developed in coalitional game the-
ory. In a case study for predicting the total organic carbon from a large
European mid-infrared spectroscopic database, I fitted a random forest
machine learning model and showed how Shapley values can help us
understand (i) the average contribution of individual wavenumbers, (ii) the
contribution of the spectrum-specific wavenumbers, and (iii) the average
contribution of groups of spectra taken together with similar characteris-
tics. The results show that Shapley values revealed more insights than
commonly used interpretation methods based on the variable importance.
The most striking spectral regions identified as important contributors to
the prediction corresponded to the molecular vibration of organic and inor-
ganic compounds that are known to relate to organic carbon. Shapley
values are a useful methodological development that will yield a better
understanding and trust of complex machine learning and algorithmic tool
in soil spectroscopy research.
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1 | INTRODUCTION

The reflectance spectra of soils in the visible, near and
mid-infrared contain information on the interaction
between chemical soil compounds and electromagnetic
radiation. Analysis and modelling of high-dimensional
spectral data is usually a challenging task so that infor-
mation about the chemical composition or concentration
of a soil property must be extracted with mathematical
manipulation of the spectra and statistical modelling.

A common objective in soil spectroscopy studies is
therefore to exploit the relationship between the complex
spectral feature and laboratory-measured soil data and to
produce predictive models of the property of interest.
Recent examples of studies using this approach are
Hutengs et al. (2019) for estimating the organic carbon
content of bulk soil samples collected in the field with a
handheld mid-infrared (MIR) spectrometer, or Cafas-
veras et al. (2010) to estimate aggregate stability in Medi-
terranean soil from visible and near-infrared spectra.

Conventionally, spectroscopic modelling is made with
techniques based on spectra dimension reduction such as
principal component or partial least squares regression
(PLSR, Wold et al., 2001). High-dimensional spectra data
can also be reduced into a smaller set of variables using,
for example, wavelet multi-resolution analysis (Viscarra
Rossel & Lark, 2009) or the Gaussian pyramid scale space
(Behrens et al., 2022). In recent years, data-driven and
non-linear algorithmic tools from the field of machine
learning became popular for spectroscopic modelling.
Examples of machine learning algorithms used in soil
spectroscopy are random forest (de Santana et al., 2018),
deep neural networks (Padarian et al., 2019), cubist
(Minasny & McBratney, 2008), or support vector machine
(Deiss et al., 2020). The reader is referred to Meza
Ramirez et al. (2021) for an overview of machine learning
in spectroscopy. Machine learning algorithms are usually
more accurate than simple models and can find a pattern
in the high-dimensional spectral data, but their structure
is complex, lacks transparency, and is beyond human
understanding. Information about their internal func-
tioning cannot be readily obtained so these models are
often referred to as black boxes (see, for example, the
issues raised in McBride, 2022).

Interpreting a spectroscopic model can be made using
model-specific variable importance indices that inform
on the relative contribution of the wavelengths or wave-
numbers to the prediction. In the popular PLSR model,
one can interpret the loadings, the regression coefficients
and the variable importance in projection. For example,
Rienzi et al. (2014) used a variable importance metric to
summarize the contribution of visible and near-infrared
bands to the prediction of organic carbon with PLSR

Highlights

« Complex machine learning and algorithmic tools
are often used for spectroscopic modelling.

« Shapley values can help understanding how
the prediction of properties from their spectra
is made.

« Shapley values enable going beyond the aver-
age variable importance in prediction.

« The method can be applied to any complex
machine learning and deep learning algorithm.

under varying moisture levels whereas Janik et al. (2007)
interpreted the loadings of a PLSR model, fitted to under-
stand the important spectral features that contributed to
the prediction of soil-water properties. Alternatively,
modelling based on simple regression trees such as cubist
(Quinlan, 1992) generates a set of conditions and linear
models that are readily interpretable. Interpretation, how-
ever, is more challenging for other algorithms including
neural networks, ensemble of decision trees with random
forest or support vector machines, which currently lack
interpretability.

In the statistical and machine learning literature
(Molnar, 2020) and in soil science (Wadoux & Molnar,
2022), several model-independent techniques were devel-
oped or applied to interpret complex models. These tech-
niques are, for example, the variable importance using
permutation (Molnar, 2020, section 8.5), the accumulated
local effect (Apley & Zhu, 2020) or the Shapley values
(Shapley, 1953) with their various forms of estimation
(e.g., SHAP, Lundberg & Lee, 2017). The methods have a
solid statistical foundation, can be applied to any fitted
model and enable interpreting differentiable aspects of the
model prediction. To date, only a few studies reported
model-independent interpretation methods in soil spectros-
copy. Chalaux Clergue et al. (2023), for example, conducted
a permutation analysis on a cubist model fitted with mid-
infrared data to reveal the main wavenumbers contributing
to the estimation of a soil aggregate stability index in main-
land France. In Haghi et al. (2021) and Zhong et al. (2021),
the SHAP method is used to report on the wavenumbers
contributing to the model prediction of various soil proper-
ties. In each of these studies, a model-independent tech-
nique is used to obtain a global importance metric of the
wavenumber or wavelength in the prediction of a soil
property. While useful, new developments in local
methods of interpretation by means of Shapley values
may yield insights that go beyond the variable impor-
tance in prediction. It is worthwhile to include these
recent developments in interpretable machine learning
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for understanding how the predictions from complex
spectroscopic models were made.

This paper aims to explore the use of Shapley values for
the interpretation of complex spectroscopic models and to
demonstrate its applicability with a large spectral dataset
and machine learning. In a case study for predicting total
organic carbon using mid-infrared soil spectroscopic data
and a fitted random forest model, I show how Shapley
values can yield insights beyond the variable importance in
prediction through the average contribution of the individ-
ual wavenumbers, the contribution of the spectrum-specific
wavenumbers, and the average contribution of groups of
spectra with similar characteristics.

2 | MATERIALS AND METHODS

2.1 | Dataset

The soil samples from the freely available geochemical
mapping of agricultural soils and grazing land of Europe
(GEMAS) dataset (Reimann et al., 2014) are used hereaf-
ter. The GEMAS dataset comprises 4115 geo-referenced
soil samples spanning 34 European countries, which rep-
resents a density of about 1 sample per 2500 km?. About
half of the samples were collected on agricultural soil
(Ap-horizon, 0-20 cm, regularly ploughed fields) while
the other half comes from land under permanent grass
cover (grazing land soils, 0-10 cm). The soil samples are
composite with support of 100 m* and were collected in
2008 following a standard field protocol described in
Reimann et al. (2014). Mid-infrared spectra were mea-
sured on all air-dried and <2 mm sieved samples using a
Perkin-Elmer Spectrum-One™ Fourier-transform infra-
red spectrometer (Perkin Elmer Inc., Mass. USA). The
spectra had a spectral range of 7800-450 cm ' and a
spectral resolution of 2cm™'. Silicon carbide discs
(Perkin-Elmer Life and Analytical Sciences Pty Ltd.,
Australia) were used for the background reference scan.
Spectra were converted to pseudo-absorbance using
log(reﬂectancefl). More details on the scanning proce-
dure are found in Soriano-Disla et al. (2013). A standard
normal variate (SNV) transformation (Barnes et al., 1989)
was applied to the spectra. For the modelling and inter-
pretation, spectra were then resampled to a resolution of
8cm . Hereafter only the pre-processed spectra in the
range smaller than 4000cm ' are used. The total soil
organic carbon (TOC, in percent) is considered as our
property of interest. The TOC content of the samples was
obtained by dry combustion according to the ISO stan-
dard 10,694 (ISO 10694:1995, 1995). The TOC dataset had
a minimum value of 0, a median of 2.1, a mean of 3.34, a
standard deviation value of 4.9, a 1st and 3rd quartile

value of 1.4 and 3.5, respectively, and a maximum value
of 49%. The pre-processed spectra along with the TOC
values in colour are shown in Figure 1.

2.2 | Spectroscopic modelling with
random forest

The spectroscopic model was fitted with random forest
(RF, Breiman, 2001a) to estimate the TOC from the MIR
spectra. Random forest is a machine learning algorithm
based on decision tree. A single tree is built by recursive
partitioning of the data into non-overlapping regions
using a splitting metric. The splitting metric is evaluated
for different partitions. When the best cut point is deter-
mined the newly created partitions undergo the same
procedure to grow the tree until a user-defined stopping
criterion is met. The stopping criterion is usually the
minimum of observations (node.size) in the last parti-
tion. Instead of a single tree, Breiman (1996) introduced
the bagging procedure. In bagging, an ensemble of deci-
sion trees are fitted from a bootstrap sample of the train-
ing data. The predictions are aggregated by taking the
average of all trees predictions. The RF algorithm builds
on this and introduces an additional random perturba-
tion during the splitting of the tree (Breiman, 2001a). In
each partition, only a subset of predictors of size mtry
from the original set of predictors is considered. The RF
algorithm has therefore three user-defined parameters;
the number of trees, node.size and mtry.

The RF predictions were assessed using validation statis-
tics obtained through a random 10-fold cross-validation
(CV) strategy. I created 10 folds of approximately equal
sizes. Nine folds were used for fitting the RF algorithm and
the remaining fold was used for validation. This procedure
was repeated 10 times, each time leaving aside a different
fold for validation. In each validation fold the predictions
were computed. The validation statistics are calculated from
the pairwise set of observations and predictions of all folds
obtained from the CV. I report the mean error (ME), the
root mean square error (RMSE), the Pearson’s r correlation
and the modelling efficiency coefficient (MEC, Janssen &
Heuberger, 1995). The latter has an optimal value of 1 and
can be negative if the model is a worse predictor than the
mean of the observations taken as a predictor. The model
used for interpretation in the next step is fitted on all
observations.

2.3 | Interpretation with Shapley values

The RF model is interpreted with Shapley values
(Shapley, 1953), a method initially developed within
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FIGURE 1 Example set of 100 pre-processed mid-infrared spectra coloured with the TOC values (in %). The 100 spectra were

selected from the whole dataset of 4221 spectra using Kennard-Stone sampling (Kennard & Stone, 1969) on three principal

component scores.

coalitional game theory. Consider a game where the pre-
diction of the property of interest is the payout and each
spectral band is a player. Spectral bands “collaborate” to
obtain a gain (i.e. the prediction). Shapley values split the
gain to the individual players according to their relative
contribution to the outcome. The Shapley value of an
individual spectral band is the average change in the pre-
diction that the coalition receives when the spectral band
is added to the game.

Consider the spectral matrix X of size n x b where is
the number of spectra and b is the number of spectral
bands. SC{1,...,b}~{j} refers to any subset of size 1 <b
of the spectral bands which excludes band j. The function
f(xi’s) is the RF prediction for sample i that describes the
“payout” for the coalition of bands S contained in X. The
Shapley value ¢; for band j and sample i is given by:

S|1(b—|S|-1)! i~ ~
¢i,j = Z W (f(xi,SU {j}) —f(Xi,5)>,
Sc{l,..b}~{j} :

(1)

where SU{j} is the subset S with the jth band added.
Equation (1) has two components: the first is a
weighted average, giving equal weight to each of
the marginal contributions of all possible subsets of
spectral bands whereas the second is the marginal
contribution for a subset of bands. ¢;; is the Shapley
value that corresponds to the contribution of a spectral
band to the prediction of the property of interest in a
sample. Shapley values satisfy the following axioms
(Molnar, 2020):

1. Efficiency: the sum of the Shapley values of all predic-
tors equals the difference between the predicted value
and the average of the property of interest from the
calibration dataset.

2. Symmetry: the contribution of two predictors is the
same if they contribute equally to the prediction.

3. Dummy: a predictor that does not contribute should
have a Shapley value of 0.

4. Additivity: the Shapley value of a combined set of pre-
dictors is the sum of their individual contributions.

Obtaining an exact solution for Equation (1) requires
estimating all possible sets of predictors with and without
the jth band. This is computationally intractable if the
number of predictors is large. A solution to approximate
Shapley values from Equation (1) was proposed in
Strumbelj and Kononenko (2014) by means of Monte-
Carlo (MC) sampling. The method relies on creating an
ordered set of permutations of predictors, from which
sampling is made. The Shapley value is then approxi-
mated by averaging the marginal contribution of the
samples. This method relies on the user-defined number
of Monte-Carlo samples, which should preferably be
large to avoid the approximation error. Hereafter the
method proposed in étrumbelj and Kononenko (2014) is
used to estimate the Shapley values.

A Shapley value is obtained for all wavenumbers of
all spectra. The individual values are interpreted as the
contribution of the wavenumber to the prediction of the
target property, relative to the average of the target prop-
erty in the calibration dataset. They are in the unit of the
target properties and can be either negative or positive.
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The four statistical axioms of Shapley values described
previously enable to combine the values and understand
various aspects of the fitted model. Hereafter I describe
three example uses of Shapley values.

1. The average contribution of the wavenumbers to the
prediction: this is similar to the average variable
importance commonly reported in soil spectroscopy
studies, but unlike the average variable importance it
has a different interpretation. It is obtained by taking
the wavenumber-specific average of the absolute
Shapley values.

2. The contribution of the spectrum-specific wavenum-
bers: instead of taking the average of the absolute
values I report the Shapley value of each individual
wavenumber. The values can be negative or positive.

3. Contribution by groups of spectra with similar predic-
tion characteristics. This is done by k-means cluster-
ing (Hartigan et al., 1979) of Shapley values. Grouping
Shapley values enables us to find a pattern in a large
number of Shapley values and identify spectra with
similar characteristics in predicting the target soil
property. The optimal number of clusters is evaluated
using the sum of within-cluster squared errors as a cri-
terion and the elbow method. I test several clusters
between 2 and 20. The optimal number is indicated
when the criterion has a minor further decrease when
increasing the number of clusters.

24 | Practical implementation and
computational aspects

All analyses were made in the R programming language
(R Core Team, 2022). The pre-processing and dimension-
ality reduction of spectra were carried out with the
prospectr (Stevens & Ramirez-Lopez, 2022) and resemble
(Ramirez-Lopez et al., 2022) packages. Fitting of the RF
algorithm was made with the ranger package (Wright &
Ziegler, 2017) using the variance as splitting criterion. The
number of trees was set to 100, whereas the two other
parameters were set to their default value, that is, to a
value of 5 for node.size and to the rounded down square
root of the number of predictors for mtry. Estimation
of the Shapley values was made with the package
(Greenwell, 2020). A trial-and-error approach was used to
verify that the MC sample size was sufficiently large to pro-
duce stable outcomes (after Nol et al., 2010, Figure 7). The
Shapley values were estimated twice with the same MC
sample size but with a different seed. The Shapley values of
the two repetitions are represented in a scatter plot. The
procedure is repeated for various MC sample sizes from
50 to 1000. I considered the number of MC samples to be

sufficient when the results are close to the 1:1 line. To speed
up processing, the procedure for estimating the Shapley
values was parallelized. Calculations on a standard desktop
computer with 8 cores took approximately 1 h for estimat-
ing Shapley values with an MC sample size of 50 and two
days for an MC sample size of 1000.

3 | RESULTS

The RF model evaluated with a 10-fold CV shows no sys-
tematic over- or under-predictions (ME = 0.06%). It has an
RMSE of 2.03%, a linear correlation coefficient r =0.91 and
a MEC of 0.83. The scatterplot of the measured and pre-
dicted TOC values are presented in Figure 2. Most points
are scattered close to the 1:1 line, but few large TOC
values are under-predicted (e.g. measured TOC is 48%
and the predicted value is 19%). Overall, the visual
inspection of Figure 2 and the validation statistics indi-
cate that the fitted RF model is sufficiently accurate to
predict the TOC and that it can serve as a basis for
interpretation.

Figure 3 shows the Shapley values estimated with MC
sample sizes of 50, 100, 250, 500 and 1000 plotted against
the Shapley values of another repetition with sizes
50, 100, 250, 500 and 1000 but with a different seed. Even
for small MC sample sizes, the points are generally
always close to the 1:1 line. There is only a marginal
improvement in increasing the number of MC samples
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FIGURE 2  Scatterplot of measured versus predicted values of

TOC (in %) by the fitted RF model. Predicted values are obtained by
10-fold CV.
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FIGURE 3  Scatter plot of Shapley values estimated with two repetitions with different seeds and for an MC sample size of 50, 100,
250, 500 and 1000.
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FIGURE 4 Mean and standard deviation of the pre-processed spectra (a) along with the average of the absolute contribution of the
spectral regions to the TOC predictions (b) and the 0.05th and 0.95th percentiles of the individual Shapley values obtained for each
wavenumber (c). Note that the plot in (b) is the band average of the absolute values shown in plot (c).
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from 250 to 1000. I considered a sample size of 1000 to be
sufficient to obtain a stable outcome because the results
are very close to the 1:1 line. Hereafter, all the interpreta-
tion results are presented with Shapley values estimated
with an MC sample size of 1000.

Figure 4a shows the mean (black line) and standard
deviation (grey shaded area) of the pre-processed spectra,
whereas Figure 4b,c show the magnitude of the spectral
band contribution to the TOC prediction. Note that
Figure 4b is the average of the absolute Shapley values
reported in Figure 4c. In absolute values (Figure 4b) the
two regions around 1730 and 2930 cm ™' are the most
important contributors to the prediction of TOC, with
values up to 0.08% and 0.04%, respectively. Small regions
around 1620, 2020, 3600 cm ' have also a relatively small
contribution to the prediction. Figure 4c further shows
the 0.05th and 0.95th percentiles of the individual
Shapley values obtained for each wavenumber. Contribu-
tions are mostly positive (i.e. when the wavenumber
value is higher, the contribution to the TOC prediction
is also higher), but the two main spectral regions contrib-
uting to the TOC prediction also have large negative
contributions up to 0.1%.

I further discriminate three groups of spectra
having high TOC content (i.e. TOC > 30%), low TOC
content but high clay content (i.e. TOC < 5% and clay >
35%) and low TOC content but high sand content (i.e.

— High TOC ---

—_
Q
~

yoil Science

TOC < 5% and sand > 85%). These values were chosen
to have similar numbers of spectra in each of the three
groups. Figure 5 shows the pre-processed average spectra
for the three groups (a) and their relative wavenumber
contribution to the TOC prediction for each group (b).
The relative contribution is taken as the average of the
absolute Shapley values by group. Figure 5 shows how
the model adjusts the prediction of TOC by group of spec-
tra. The group with high TOC content has several spec-
tral regions contributing to the prediction, whereas the
group with low TOC and high clay content uses few spec-
tral regions (i.e. mostly at around 1800 and 2930cm ™).
The group with low TOC and high sand content has a
similar pattern of contribution that the group with low
TOC and high clay content, but the relative contribution
of the regions are smaller.

The Shapley values of all wavenumbers against the
ranked measured TOC values (Figure 6) shows that for
TOC values higher than 3%, the region at around 1800
always contributes positively to the prediction. Below this
limit, it has a negative contribution (i.e. the absence of a
contribution in this region results in TOC values close to
the average value of the calibration dataset). For large
TOC values, more regions contribute to the prediction,
the most important of which are the regions at 1800 and
2930-3000 cm . For large TOC values (i.e. TOC 30%),
additional positive contributions are made from a region

Low TOC; high clay == Low TOC; high sand

N
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-2
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0.0~ _
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Il Hich oc [l Low TOC; high clay
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FIGURE 5 Average pre-processed spectra for the three groups (a) and average absolute contribution of the wavenumbers to the TOC
prediction for each group (b). The contribution is expressed in the group average of the absolute Shapley values for each wavenumber.
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at around 1050 cm ™', a narrow region around 650 cm ™’

and a very narrow region around 3620 cm . The pattern
of contributions is investigated further in the Discussion.
Figure 7 shows how the spectrum-specific contribution
to the TOC prediction varies at wavenumber, for three
spectral regions of importance. In the three bottom plots,
each dot is an individual spectrum value at the

40

wavenumber. The grey shaded areas in the upper plot of
Figure 7 are the 0.05, 0.25, 0.45, 0.55, 0.75 and 0.95th per-
centiles of the pre-processed spectra. In the region
(a) between 2882 and 2946 cm ', an increasing value at
wavenumber relates to an increasing Shapley value, that
is, a higher predicted value of TOC. The two other regions,
(b) between 1802 and 1874 cm™ ' and (c) between 682 and
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FIGURE 7 Wavenumber contribution to the TOC prediction, for three spectral regions of interest at (a) 2882-2946 cm ™, (b) 1802-

1974 cm™" and (c) 682-722 cm. The grey shaded areas in the upper plot are 0.05, 0.25, 0.45, 0.55, 0.75 and 0.95th percentiles of the pre-

processed spectra.
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FIGURE 9 Average of the Shapley
values by wavenumber and for the six
clusters.

Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6

Cluster 1

4000 3500 3000

722 cm ' have a similar pattern but opposite to that
observed in the region (a): for decreasing value of the SNV
absorbance at a wavenumber, there is an decreasing con-
tribution to the TOC prediction. For example, in the
region (b), at wavenumber 1858 cm ' the spectra that
have an absorbance value higher than —1 have a contribu-
tion to the TOC prediction close to 0 but for values smaller
than —1 of absorbance the contribution to the TOC predic-
tion of the spectra is positive up to about 0.75%.

The elbow method and visual inspection of the crite-
rion curve indicated that 6 classes were adequate to

[Ty

Cluster 5 Cluster 6

Cluster-specific contribution to the TOC prediction. The horizontal black line indicates the average predicted value of TOC

mean(Shapley value)
1.00

0.75
0.50
0.25
0.00

2500 2000 1500
Wavenumber (cm™)

cluster the Shapley values. Figure 8 shows the cluster-
specific contribution to the TOC prediction. Recall that
the mean of the measured TOC is 3.34%, and that the
sum of the positive and negative contributions results in
the predicted value. The horizontal black line indicates
the averaged predicted value of TOC by cluster. Figure 8
shows a clear pattern by cluster. For clusters 1, 3, 4, and
6 the positive contributions outweigh the negative contri-
butions. An opposite pattern is found in cluster 2 where
the negative contributions are more important than the
positive ones, resulting in predictions of TOC that are

85UB01 7 SUOWIWIOD BA 11810 3|qeot dde au Aq peusencb ae sajole YO ‘SN JoSa|ni oy Akeid18UIIUQO AB]IM UO (SUORIPUOD-PUR-SULBIWI0D A8 IMAleiq Ul |UO//StIY) SUORIPUOD PUe SWie | 8y} 885 *[Z0Z/0T/ST] Uo ARiqiTauliuo A8]IM ‘016vdns ei|pdiuoN Aq 02EET SS/TTTT'OT/I0P/WO00 A8 | IM Afe.q 1 BUIUO'S [eUIN0 SST//:SdNY WOy papeojumoq ‘s ‘€202 '68E2S9ET



WADOUX

10 of 14 European Journal of
vt L WiLEY-FRRre

1000 km

65°N 4

60°N 4

55°N 4

50°N 4

45°N

(]
L] L]
ece ° A
eQeo ° evecc00 oooévo‘
00c0000 00 @0 00000 °
o0 o @ @copgoe 00000 .
eoc00 e® o0 (L)
40°N+ 0o gc 0000000 ’ ee00e .
0000000009 g00 (L) o
°0e oo 0@O00 e o
© 00e o0 X Yo%)
e®0ee o0 8 ° Y
LY ToX YoRRY W R-) [ 1)
000000 o002 ° ° °
evo00oeo@l ceevpo YS
000 0%9% 00 g °
e0es00 c00
A

35°N

)
[ ]
Cluster
e 1
e 2
e 3
o 4
5
6
TOC (%)
0
® 10
® 20
® 30
- ° o0®
4°. [ eqo 255y 0®® %%t 00 @ 40
L Y 8. a®2e2%.2 o ®°° ‘e
oy 4 o re .
."o 04‘ oy ‘.085 LY -
ry (] . o 20®g0 L]
® .0 °® Pt ©
b 0 N . 3 - % .
° “ 'oO'J.. °
c = 5
° o.o ° e
° @90 L]
DAL .
° Qe
[ ]

FIGURE 10

Spatial pattern of the clusters of Shapley values showing where spectra have similar prediction characteristics. The colour

represents the cluster number and the dot size is the predicted TOC content (in %).

smaller than the average value. In cluster 5, the predicted
values of TOC are close to the measured averaged values
of TOC: the negative and positive contributions nearly
cancel each other out.

The average of Shapley values by wavenumber and
for the 6 clusters is shown in Figure 9. Cluster 2 has neg-
ative contributions from both 1800 and 2950 cm™ ' while
it is the opposite for clusters 1, 3, 4 and 6. For clusters
1 and 6, corresponding to the clusters predicting the
highest TOC values (see also Figure 8), the bands at
around 2950 cm ™' are important positive contributors to
the TOC prediction. The only major difference in impor-
tance between clusters 5 and 6 is the spectral region at
around 1900 cm ™' which contributes positively in cluster
1 but is not present in cluster 6.

The spatial pattern of the clusters is shown in
Figure 10 with the same colour palette as Figure 8. Clus-
ter 2 which corresponds to small TOC values covers most
of Europe. It is difficult to distinguish a pattern for a

specific cluster, but some general observations can be
made. For example, there are areas where clusters 2 and
3 appear more frequently, such as in the Eastern part of
Sweden and Slovakia, and in the Northern part of
Germany. Clusters 1 and 6 clearly stand out because they
correspond to large predicted TOC, although the TOC
prediction in the two clusters is made using slightly dif-
ferent bands (see also Figure 9).

4 | DISCUSSION

The interpretation results rely on the empirical relation-
ships captured by the machine learning model. In our
case, the RF model fitted on the MIR spectra yielded an
accurate prediction of TOC. It is no surprise because dis-
tinct and intense fundamental molecular vibrations of
organic and inorganic compounds occur in the MIR
range of the electromagnetic spectrum (Viscarra Rossel
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et al., 2006). While it is difficult to compare the RF pre-
diction results to previous studies, the validation statistics
are in line with published works. For example, the MEC
value is in the range of R2 values between 0.84 and 0.97
for carbon and organic matter prediction with MIR
reported in Soriano-Disla et al. (2014). In a study at the
European scale to predict soil organic carbon content of
the topsoil with vis-near infrared spectroscopy, Nocita
et al. (2014) found R2 values of 0.79, 0.81 and 0.79 for
prediction made on samples from cropland, grassland
and woodland, respectively. In the prediction of soil prop-
erties with spectroscopy, the quality of predictions may
vary greatly depending on factors such as the sample prep-
aration before spectrum acquisition (e.g., fine grinding or
sieving, see Wijewardane et al., 2021), the complexity of
the spectral data, the accuracy and mismatch between the
laboratory methods of the reference data, or the prediction
method itself. Overall, the validation statistics and the
comparison with existing works indicate that the RF
model fitted in this study is sufficiently accurate to serve
as a basis for the interpretation with Shapley values.

The most striking spectral regions identified as impor-
tant correspond to the molecular vibration of organic and
inorganic compounds abundantly reported in the literature.
I obtained strong positive contributions from the spectral
regions corresponding to C=0 stretching of carbonyl C and
aliphatic CH vibration at around 1720 and 2930 cm™ " (Tinti
et al., 2015), respectively, and the regions corresponding to
the OH stretching of clay mineral at around 3622 cm for
large TOC values (i.e., TOC > 30%) (Viscarra Rossel &
Behrens, 2010). The positive contribution at 1050 cm~!is
assigned to the C-O stretching of carbohydrates. Both have
positive contributions for large TOC values only. The finger-
print region <1500 cm ™' is more difficult to interpret and it
is unclear why this region contributes to the TOC predic-
tion. However, previous studies have found a similar pat-
tern of importance in the region around 750-900 cm ! for
the prediction of TOC. Haghi et al. (2021, Figure 10),
for example, reported a positive contribution of this region
for predicting TOC with a cubist model. In this study, this
could be related to either the presence of carbonates that
are spectrally active in this region (Tatzber et al., 2007) or to
high-TOC content accompanying quartz-rich sediments in
some parts of Europe (Xu et al., 2019), but this requires fur-
ther investigations.

One of the valuable findings of this study was to high-
light that Shapley values revealed more insights than
commonly used interpretation techniques reporting the
average variable importance based on, for example, the
cubist conditions (e.g. Butler et al., 2018) or the impor-
tance obtained by permutation (e.g. Chalaux Clergue
et al., 2023). Shapley values yielded information on the
either positive or negative contribution of a spectral band

to the prediction, for all spectral bands. This enables
interpretation by groups of spectra with similar charac-
teristics (e.g. Figure 5) or by geographical or spectral
regions (e.g. Figure 10). In practice this means that one
can understand how the model adjusts the prediction of
the property of interest; not all spectral regions are used
equally for the prediction, and the importance of the
regions varies between spectra (Figure 6) and spatially
(Figure 10). This has several potential implications, such
as for determining the domain of prediction (Wadoux
et al., 2021a) on spectral regions instead of on the whole
spectra.

It should be stressed that the Shapley values belong to
the family of permutation-based interpretation methods
(e.g. partial dependence plots, permutation) that are sensi-
tive to cross-correlated predictor variables (Molnar
et al, 2022). While MIR spectra are strongly cross-
correlated, it did not appear to be a problem in this study.
Alternatively, one may consider a prior step to de-correlate
the spectra (e.g. using principal component analysis) or
interpretation methods that are not sensitive to depen-
dence between predictor variables (e.g. conditional feature
importance). The analysis of groups of spectra, as is done
in Figure 5, also appears to be an effective solution to
address this issue. However, more research is needed to
identify means of dealing with correlated predictor vari-
ables, some of which are already in development in the
machine learning literature (e.g. Mase et al., 2019).

In the literature, the choice of modelling strategy is
usually based on the dilemma between prediction accu-
racy and interpretability. Complex models, such as artifi-
cial neural networks, are usually more accurate than
simple models (e.g. stepwise linear regression) but their
internal functioning is beyond human understanding.
This has led to several criticisms of using machine learn-
ing and algorithmic tools in spectroscopic modelling. For
example, McBride (2022) showed a high degree of scepti-
cism towards machine learning, arguing that using black-
box models lead to a severe risk of making an accurate
prediction based on chance relationships found in the
data. Several works, therefore, make a substantial variable
selection, reducing the spectra containing several hun-
dreds of wavenumbers to only a few, which combination
is nearly as informative as the whole spectra (e.g. Wang
et al., 2022). I contend, however, like Breiman (2001b) in
the statistical literature and Wadoux et al. (2021b,
section 5) in soil science, that a model need not be simple
to provide reliable information. A complex model is in
fact often more accurate than a simple model and carries
supposedly a better representation of the system under
study. Posing the question of modelling as a trade-off
between accuracy and interpretability is wrong; accuracy
is the objective and interpretation is only a means to
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obtain the information. This study is a first step to shed
some light on black-boxes models and to move towards a
better understanding of complex spectroscopic tools
which are widely developed and applied in soil research.

5 | CONCLUSION

The Shapley values that I described and tested for spectro-
scopic modelling represent a new method for improving
our understanding of complex models based on machine
learning and deep learning algorithms. I showed in a case
study for predicting the total organic carbon of soil sam-
ples from a large mid-infrared spectral library that Shapley
values highlighted the most important spectral regions
contributing to the prediction. From the results and dis-
cussion, I draw the following conclusions:

« Shapley values revealed more insight than commonly
used variable importance metrics reported in machine
learning spectroscopic studies.

« In a case study, I showed how Shapley values are used
to understand the average contribution of individual
spectral bands to the prediction and the positive or
negative contribution of spectrum-specific wavenum-
bers to the prediction.

« It is possible to aggregate Shapley values by groups of
spectra with similar characteristics. In a case study, I
grouped Shapley values by spectra which correspond
to soil samples with similar total organic carbon, clay
and sand contents, and by groups with similar predic-
tion characteristics using k-means clustering.

+ The most striking spectral features identified for the
prediction of the total organic carbon at 1720 and
2930 cm ! corresponded to the molecular vibration of
organic soil compounds reported in the literature.

The results of this study add to the growing body of
literature that emphasizes the importance of going
beyond prediction in modelling with machine and deep
learning applied to soil research. The statistical literature
has developed several methods that are not dependent on
any model type and which can readily be applied to soil
modelling research. I recommend systematically using an
interpretation method such as Shapley values so that the
high accuracy of machine learning and deep learning can
be linked to discernible features in the spectra.
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